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Main Topics
• What is FV3 and how it works

• Current state of the NWP and FV3

• Beyond software adaptation – Numerics for modern computing 
architectures

• FV3 in DYAMOND – a bold future of NWP



What is FV3 and how FV3 works
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Why FV3 – key algorithms

FV3

Lin & Rood 1996
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Figure 2. Schematics of the two-grid system: the 'CD-grid'. The time-centered advective winds (u * ,  v*) (the 
hollow arrows) are staggered as in the C-grid (as in Fig. 1) whereas the prognostic winds (u", u")  (the solid arrows) 

are staggered as in the D-grid. The cell-averaged relative vorticity is computed by the Stokes theorem. 

both cases, however, the diffusion is scale-dependent and nonlinear. As argued in Rood 
et al. (1992), there is some evidence that the nonlinear diffusion associated with monotonic 
advection schemes can be interpreted physically, at least for stratospheric tracer problems. 
Consequently, in the current implementation of the FFSL algorithm for solving the shallow- 
water equations no explicit diffusion will be needed. 

Another important difference between the FFSL algorithm and AL's method is in the 
way absolute vorticity is transported in a general divergent flow. In the current approach 
the discretized h and S-2 fields are taken as cell-averaged values, not point-wise values, and 
the same scheme is used for transporting h and a, regardless of the divergence of the flow. 
Functional relations between h and C2 can therefore be better preserved. In AL's approach, 
the equation for the fluid depth h (Eq. (10)) is centre-differenced in a straightforward 
manner while (1 1) and (12) are centre-differenced, in a more sophisticated way, to achieve 
the goal of vorticity transport by the Arakawa Jacobian for non-divergent flow. Therefore, 
the transport scheme for h and C2 in AL's approach will be, in general, different. As a 
consequence, an initial linear and/or nonlinear functional relationship between these two 
conservative variables will be lost during the course of time integration. Therefore, the 
AL approach does not maintain the analytic relationships which are derived from basic 
physical principles. 

To achieve the goal of transporting h and C2 by exactly the same manner, an obvious 
requirement is that h and C2 be defined at the same point (or, in the finite-volume sense, 
enclosed in the same cell). Since our prognostic variables are h and (u , v), rather than h and 
(a, q) ,  the D-grid arrangement (see Fig. 2) is the logical choice. As tangential winds are 
defined along the cell boundaries, the D-grid is ideally suited for computing the circulation 
(and hence, the cell-averaged relative vorticity, in the mean value theorem sense). It is 
also the best grid on which to compute geostrophically balanced flow. It is known that 
any single-grid system, other than the C-grid or the Z-grid (Randall 1994), generates two- 
grid-length gravity waves. This problem can be avoided by computing the time-centred 
advective winds (u*, v*) on the C-grid, as required by the multidimensional FFSL scheme 

Lin & Rood 1997
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Figure 1. The finite-volume discretization in terrain-following coordinates. 

third law states that ‘to every action there is always opposed an equal reaction’. By the 
virtue of the finite-volume discretization (see Fig. l) ,  Newton’s third law is automatically 
satisfied. Referring to Fig. 1, the contour integral can be further decomposed as follows: 

and 

where points 1,2,3, and 4 are the four vertices of the finite volume. 

the following condition must hold 
The derivation so far is for the general non-hydrostatic flow. For a hydrostatic system, 

CF, = g A m  ( 5 )  

where g is the acceleration due to gravity. Equation ( 5 )  states that the vertical component 
of the resultant pressure force acting on the finite volume exactly balances the total weight 
of the finite volume. The horizontal acceleration, after eliminating Am from (2) using (3, 
can be written as 

du ‘CF, 
- = g- = g /  tan y 
dt XFz 

where y is the angle between the resultant pressure force and the horizontal surface. 
Equation (6) states that, for a hydrostatic system, the momentum acceleration due to the 
horizontal pressure gradient is simply the gravitational acceleration divided by the slope 
(tan y )  of the resultant pressure force acting on the finite volume. The slope should never 
vanish if the hydrostatic approximation is valid. The process of eliminating Am using 
(5) ,  the exact hydrostatic balance equation for the finite volume, ensures the hydrostatic 
consistency of the algorithm. 

Equation (6) is central to the finite-volume integration method, and it is exact for an 
arbitrary finite volume in a hydrostatic flow. To carry out the contour integration, assump- 
tions regarding the subgrid distribution of the thermodynamic variables must be made. 
The accuracy of the method thus depends on how well the assumed subgrid distribution 

Lin 1997
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- Consistent/seamless 

Hyd-nonhyd transportFV to FV3

- Non-hyd extension

FV3’s innovations respect the nature of the 

atmosphere, and rarely follow the ”traditional” 

thinking



Next Generation Global Prediction System (NGGPS) – fvGFS

Source: Hazelton et al., 2018ab; Chen et al., 2018; Zhou et al., 2019; Chen et al., 2019ab; Magnusson et al., 2019; Harris et al., 2019
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Low-order: staggering matters, diffusion is 

usually excessive
High-order: staggering effects are comparable, 

diffusion alters dispersion properties

Staggered

Unstaggered

Unstaggered

w/ diffusion

Dispersion

errors

Chen et. al. 2018

Dispersion in staggering vs. order of accuracy



Low-order: no option is effective with 

sharp gradient
High-order: diffusion is critical, short waves 

needs to be removed
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Chen et. al. 2018

High-resolution leads to stronger gradient



Matching dissipation and dispersion

• If the solution contains 

discontinuities, the noise is most 

likely in the 2-delta to 6-delta range.

• The noise is indistinguishable from 

the actual information at the similar 

wavelengths.

• It is crucial that the dissipation curve 

tightly “wraps” the dispersion curve

Chen et. al. 2018



FV3 integrated design for best consistency

Chen et. al. 2019, to be submitted



Current progress of FV3 in NWP

Observed radar image (Brian McNoldy)

Nested FV3 forecast from 0906

(Andrew.Hazelton@GFDL)



Uniform grid FV3 NWP

Chen et. al. 2019



Variable resolution FV3 applications



Stretched grid FV3 NWP

Zhou et. al. 2019



Nested grid FV3 NWP

©2018 American Geophysical Union. All rights reserved.

Harris et. al. 2019



Beyond software adaptation
- Numerics for modern computing architectures



[FV]3 is for cubed-sphere



Extra dimension for 
optimization

• Discretization with 

computing architecture in 

mind

• Extra dimension and direct 

access of i-j-k or i-k-j loops

• 10% CPU peak performance 

(courtesy to Mark Govett)

Geophysical Fluid Dynamics Laboratory

Structure of Atmospheric Dynamical Core

0

Figure 1

Courtesy to Zhi Liang and Chris Kerr



The densest FV3 loops for GPU Dev

• D_SW – horizontal 2D

• RS – vertical 2D

• MAPZ – vertical 2D

• C_SW – horizontal 2D



FV3 GPU development status and external 
collaborations

• OpenACC + Cuda

• In house

• GridTools/Kokkos

• Swiss National Supercomputing Centre (CSCS)

• Vulcan Group

• DOE/NASA



Optimization results 
(extremely preliminary)

In House Zhi.Liang@GFDL (Fortran + 
OpenACC/Cuda):

• RS and fyppm (key component of 
D_SW) achieved about 30x compared 
to single CPU core

• CPU:  Intel Haswell 3.5 GHz

• GPU: Nvidia Tesla V100

CSCS (GridTools):

• MAPZ speed up about 5x compared 
to 12x Haswell

• CPU: Intel Haswell 2.6 GHz

• GPU: Nvidia Tesla P100

GridTools results courtesy to CSCS



Beyond dynamics

• Physics parameterizations is a significant consumer of computational resources. 

Traditional approach: column based, (i, j) independent

• Scientific challenges in the E-Class HPC era

• Nonhydrostatic physics – need to re-evaluate the processes and assumptions

• Parameterize or direct/partially resolve

• Computational challenges in the E-Class HPC era

• Good for CPU OpenMP optimization

• Dependency in k-dimension, prevent good GPU optimization. Therefore, need to rearrange the 

code.



Courtesy to V. Kuell, A. Bott, A. Gassmann presentation at PDC 2018

New scientific challenges (opportunities) with higher 
resolution
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Acknowledgement to Yuan Ma for the illustrations

Breaking the boundary between “physics” and “dynamics”

- Remove some parameterizations and (partially) resolve them! It’s also good for GPU as 

it is consistent with the “dynamics” code structure



Consistent Phys-Dynamics 
Coupling in Next-Gen FV3

• GFDL cloud microphysics

• Pollution/Aerosol emission (On going work with the help 

from Dr. Paul Ginoux)

GFDL cloud microphysics (6 species) 

Zhou et al. 2019



FV3 as a (chemical) particle-transport forecasting model



Day-1

Observation: https://so2.gsfc.nasa.gov/



Day-2



Day-3



Day-4 

(observation malfunction or volcano lack of activity?)



Day-5



Day-6



Day-7



Day-8



Day-9



Day-10



FV3 in DYAMOND
- a bold future of NWP



Stevens et. al. 2019 in rev.



Adapted from Stevens et. al. 2019 in rev.

A Bold Future of NWP



FV3 with consistent PDC maintains good NWP skills

• FV3-GFS (3-km) vs. NCEP-GFS (13-km) vs. IFS (9-km)

• 24 cases, twice per month for a full year, ACC of h500

SH



Beyond NWP – (almost) Everything under the sun



FV3 data description
native and regridded



FV3 data description
• Four 10-day segments: 201608?1 – YYYYMMDD

• Native files: [var_name]_[15min/3hr].tile[1-6].nc

• Regridded: [var_name]_C3072_[nlon]x[nlat].fre.nc

• The DYAMOND standardized

• Units, format, grid, etc.

• Kudos to Daniel Klocke

• Variable list: https://www.esiwace.eu/services/dyamond/dyamond-
specific-pages-and-material/fv3

• Fv3py => DYAMONDpy



GFDL FV3 development – SHiELD
System for High-resolution prediction on Earth-to-Local Domain. 
Advances in SHiELD will benefit other UFS applications as well as other 
FV3-based models.

• SHiELD – 13km/9.5km

• S-SHiELD – 25km S2S/climate

• T-SHiELD – 3km (convective scale) nest tropical

• C-SHiELD – 3km (convective scale) nest continental

• R-ShiELD – standalone regional

• x-ShiELD – 3km global cloud resolving



X-SHiELD exploration

• A demonstration of GFDL 
GCRM and unified weather-
climate model capabilities

• A platform for new scientific 
and computational model 
advances

• A tool for weather and 
climate research from the 
general circulation to 
convective-scales

• A means to leverage GCRM 
simulations to improve 
lower-resolution models


