
Data analytics workflows 
with the Ophidia Framework

D. Elia1,2, F. Antonio1 


1 Fondazione Centro Euro-Mediterraneo sui Cambiamenti Climatici (CMCC), Lecce, Italy
2 University of Salento, Lecce, Italy

 
ESiWACE2 online training course on High-

Performance Data Analytics and Visualisation
3rd session

22 October 2020



Session outline

✔  Introduction to scientific analyses workflows and motivations

✔  Data analytics workflows in Ophidia

✔  Real-world examples of analytics workflow with the Ophidia framework

✔  Multi-model climate experiment 

✔  DEMO: Practical examples of simple workflow creation and integration 
with PyOphidia (Fabrizio)

✔  HANDS-ON: on data analytics workflows (Fabrizio)
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Workflows can represent a way to define portable and re-usable analyses 
(targeting FAIR principles)

Large scale climate analysis

Complexity of the analysis leads to the need for end-to-end workflow support

o  Typical approaches (mostly based on bash-like scripts) requires climate scientists to 
take care of implement and replicate workflow-like control logic

o  Analyses can require the execution of tens/hundreds of analytics operators

o  Efficient orchestration of the tasks is critical

o  Parallelism has to be handled both at intra-task and inter-task level

o  Task failure should also taken into account
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Ophidia High-Performance Data Analytics Framework

Ophidia (http://ophidia.cmcc.it) is a  CMCC Foundation  research project 
addressing data challenges for eScience 
o  a High-Performance Data Analytics (HPDA) framework for multi-dimensional scientific 

data joining HPC paradigms with scientific data analytics approaches
o  in-memory and server-side data analysis exploiting parallel computing techniques and 

database approaches
o  a multi-dimensional, array-based, storage model and partitioning schema for scientific 

data leveraging the datacube abstraction
o  end-to-end mechanisms to support complex experiments and large workflows on 

scientific datacubes, primarily in climate domain 
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Server-side paradigm and the datacube abstraction

Oph_Term: a terminal-like commands interpreter 
serving as a client for the Ophidia framework"
"
PyOphidia: a Python interface for datacube 
management & analytics with Ophidia"
"
Through oph_term/PyOphidia the user run 
(“send”) commands (“operators”) to the Ophidia 
framework to manipulate datasets (“datacubes”)"
"
Three interaction modes:"
Operators, Workflows, Python Apps  !

User metadata 
information 

Metadata provenance 

System 
metadata of the 
datacube (size, 
distribution, etc.) 
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Analytics workflows!

C. Palazzo, A. Mariello, S. Fiore, A. D’Anca, D. Elia, D. N. Williams, G. Aloisio, “A Workflow-Enabled Big Data Analytics Software Stack for eScience”, 
HPCS 2015, pp. 545-552 

Ophidia supports the execution of complex workflows of operators. "
o  It defines a JSON representation for the workflow DAG specification"

o  Supports different constructs: dependencies; massive tasks; iterative (group of) 
tasks; parallel (group of) tasks; flow and error control!
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Ophidia architecture: overview!

o  Workflow support on the 
server side"

o  Interoperable interface (OGC 
WPS)"

o  Modular and extensible 
software stack"

o  In-memory support"

o  Tasks: from single operators 
to complex analyses 
(workflows/apps)"
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The Ophidia Terminal!

The Ophidia Terminal, a CLI bash-like client for the Ophidia framework: 
o  Executing interactive data analytics sessions; 

o  Executing batch data analytics tasks of workflows; 

o  Experiment and operators debugging;  

o  File system exploration and environment management. 

[11..4495] >> oph_list level=2;!
[Request]:!
operator=oph_list;path=;level=2;sessionid=http://127.0.0.1/ophidia/sessions/111238695229505952271558!
621818154495/experiment;exec_mode=sync;cdd=/;!
!
[JobID]:!
http://127.0.0.1/ophidia/sessions/111238695229505952271558621818154495/experiment?2#45!
!
[Response]:!
Ophidia Filesystem: /!
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯!
+===+=====================+============================================+=============+!
| T | PATH                | DATACUBE PID                               | DESCRIPTION |!
+===+=====================+============================================+=============+!
| c | test                | http://127.0.0.1/ophidia/2917/374976       |             |!
+===+=====================+============================================+=============+!
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The Ophidia Server!

The workflow management system 
(WMS) is a core component of the 
Ophidia Server: "

•  manages user request"

•  formats the commands for the 
analytics framework"

•  handles task dependencies and 
execution flow"

•  submits the tasks to the 
resource manager"

•  manages task status updates"

•  provides the proper response 
messages"
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Analytics Workflow Schema!

Ophidia workflows schema:"

o  based on JSON representation for requests/responses"

o  defines application-level semantic and syntactic rules "

o  models scientific computations as DAG!

Main supported abstractions:"

o  Shared properties!

o  Flow/data dependencies!

o  Simple/massive tasks!

o  Iterative (group of) tasks!

o  Parallel (group of) tasks!

o  Flow and error control!

o  Interleaving and interactive tasks!
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Behind the scene: workflow JSON representation
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Behind the scene: workflow JSON representation
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Analytics workflows constructs!
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Iterative Interface!
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Workflow iterative interface documentation: http://ophidia.cmcc.it/documentation/users/workflow/workflow_for.html 

AT RUNTIME"AT DEFINITION TIME"
Allows to repeat the execution of a block of 
workflow tasks over different input data or 
over the result of the previous iteration."

"

Selection interface operators:"

o  OPH_FOR!

o  OPH_ENDFOR!

!

The statement can be used in nested fashion"

"



Parallel Interface!
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Workflow parallel interface documentation: http://ophidia.cmcc.it/documentation/users/workflow/workflow_for.html#parallel-interface 

AT RUNTIME"

AT DEFINITION TIME"Extension of the OPH_FOR interface for parallel (concurrent) 
execution of the loop iterations."

"



Selection Interface!
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Enables the workflow manager to 
dynamically execute a block of tasks 
based on boolean conditions 
evaluated at run-time."

"

Selection interface operators:"

o  OPH_IF!

o  OPH_ELSEIF!

o  OPH_ELSE!

o  OPH_ENDIF!

AT RUNTIME"

AT DEFINITION TIME"

Workflow selection interface documentation: http://ophidia.cmcc.it/documentation/users/workflow/workflow_if.html 



Analytics workflows support and interfaces!
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Efficient support for advanced analytics experiments 

ESiWACE2	training	on	High-Performance	Data	Analy:cs	and	Visualisa:on,	22	October	2020	



Workflow status monitoring !
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Workflow submission!
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Workflow submission!
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Workflow submission!
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Analytics Workflow modeling!

IMPORT

(comments)

EXPORT

(comments)

SUBSETTING
[ dim1, dim2, …, dimN ]

(ranges)

INTERCUBE
Operation

(comments)

REDUCTION
[ dim1, …, dimN ] operation

(aggregation set)

APPLY
[ dim ] operation

(comments)

Exported
FilesREPOSITORYMODELGENERIC

TASK
SUPERVISED 

TASK File
CMCC-CM 

RCP8.5
Atmos
TAS

CMCC-CM 
RCP8.5
Atmos
TAS

Model
Scenario
Variable

(Frequency) 1850…1859

2000…2005
…

GENERIC WORKFLOW DETAILED WORKFLOWOphidia Workflow
Modeling Language

0-D 
TASK

1-D
TASK

2-D 
TASK

3-D 
TASK

3-D+ 
TASK

n

Task transition

I/O operation

Model/Simulation output

o  A Data Analytics Workflow Modelling Language (DAWML) has been defined  

o  Extensible schema jointly defined with application-domain scientists 

o  Provides an abstraction for the definition of workflows  
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C. Palazzo, A. Mariello, S. Fiore, A. D’Anca, D. Elia, D. N. Williams, G. Aloisio, “A Workflow-Enabled Big Data Analytics Software Stack for 
eScience”, HPCS 2015, pp. 545-552 



Some real-world analytics 
workflows examples
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Workflow example I: climate indicators processing!
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!

SST (monthly) mean, anomaly, climatological mean 
 

o  Dataset time range: 1991-2010 
o  7062 nc files 
o  350GB of input data 
o  87 tasks performed 
o  12x51MB + 2x12GB of output files 
 



Workflow example II: climate indicators processing!
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Snow on/off – Length of snow season 
(single workflow for 3 indicators) 
 

o  Dataset time range: 1979-2012 
o  6341 nc files 
o  50 GB of input data 
o  599 tasks performed 
o  99 NetCDF output files (6MB each) 
o  21 tasks in the exp. description 

!



Workflow example III: Multi-model experiment design
Precipitation Trend Analysis use case implemented as an Ophidia workflow 

S. Fiore, et al., “Distributed and cloud-based multi-model analytics experiments on large volumes of climate change data in the earth system grid 
federation eco-system”. In Big Data (Big Data), 2016 IEEE Int. Conference on. IEEE, 2016. pp. 2911-2918 
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Mul:-model	
sta:s:cal	
analysis	
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Multi-model experiment input data
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Multi-model experiment implementation & execution
JSON implementation of the workflow	
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Multi-model experiment implementation & execution
JSON implementation of the workflow	
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Two approaches for the implementation

 	 Approach	 Mode	 Library	 Code	 ExecTime	

Workflow	 SS - SI*	 Batch	 Ophida WF	 JSON 	 ~170s (1.35x)	

Notebook	 SS - MI*	 Interactive	 PyOphidia	 Python 	 ~230s	

* SS: Server Side; SI: Single Interaction, MI: Multiple Interactions!
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Single		
model	
analysis	

Mul:-model	
sta:s:cal	
analysis	



Summary

✔  Climate data analysis can be very complex and requires workflow support 

✔  The Ophidia HPDA framework provides workflow management features: 

§  Target large-scale analysis

§  Parallel execution of tasks

§  Support for different constructs

§  Integrated job orchestration, management and monitoring features

✔  Real case studies can be modeled as (complex) workflows composed of hundreds of 
tasks 

§  Multi-model climate analysis example
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Thank you!!

Ophidia website: http://ophidia.cmcc.it

Contact: ophidia-info AT cmcc.it

This training has been organised in the context of the ESiWACE2 
project: 
 
ESiWACE2 has received funding from the European Union’s Horizon 
2020 research and innovation programme under grant agreement No. 
823988. 
 


