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GPU Developments for Applications 
in Climate and Weather
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AGENDA

• NEW NVIDIA GPU: A100

• HPC APPLICATIONS

• ML APPLICATIONS
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Piz Daint
Europe’s Fastest

5,704 GPUs| 21 PF

ORNL Summit
#1 Top 500

27,648 GPUs| 144 PF

ABCI
Japan’s Fastest

4,352 GPUs| 20 PF

ENI HPC4
Fastest Industrial

3,200 GPUs| 12 PF

LLNL Sierra
#2 Top 500

17,280 GPUs| 95 PF

World-Leading HPC Systems Deploy NVIDIA GPUs

NERSC-9 HPC System Based Perlmutter Based on A100 GPU
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Segmentation of Tropical Storms and Atmospheric Rivers on Summit using convolutional neural networks.

SC18 Gordon Bell Award: NERSC and NVIDIA Team 

Dr. Kurth now NVIDIA
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A100 (2020) V100 (2017) P100 (2016)

Peak FP64 TF/s 9.7 7.5 5.3

Peak FP64 TC TF/s 19.5

Peak FP32 TFlop/s 19.5 15.0 10.6

Peak TF32 TC TF/s 156

Peak FP16 TFlop/s 312 120 21.2

Memory BW (GB/s) 1555 900 720

Memory Capacity 40 GB 16 or 32 GB 16 GB

Interconnect
NVLink: Up to 600 GB/s

PCIe: 64 GB/s

NVLink: Up to 300 GB/s

PCIe: 32 GB/s

NVLink: 160 GB/s

PCIe: 32 GB/s

Max Power 400W 250W - 300W 300W

1.3x

Feature Progression in NVIDIA GPU Architectures

1.7x

1.7x

1.0x

1.0x

1.0x
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ICON on GPUs
Source: NVIDIA, May 2020

Dr. Dmitry Alexeev

Collaboration: MPI-M, 
DRKZ and CSCS/MCH

• End-to-end GPU with 
minimal data transfer

• OpenACC except use 
of CUB DeviceScan in 
CUDA to build index 
lists on the GPU

• Results with no land 
model, no radiation

• 180 model time steps

A100 GPU Speedups for ICON >10x vs. CPU 
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160 km, 191v, radiation off

1.0x

5.4x
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1 x P100
(Piz Daint)
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(NV Internal)

8.4x

1.6x
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Model Organizations Funding Source

E3SM-HOMEXX US DOE: ORNL, SNL E3SM, ECP

MPAS-A NCAR, UWyo, KISTI, IBM WACA II

FV3 NOAA SENA

NUMA/NEPTUNE US Naval Res Lab, NPS ONR

IFS ECMWF ESCAPE

GungHo/LFRic MetOffice, STFC PSyclone

ICON DWD, MPI-M, CSCS, MCH PASC ENIAC

KIM KIAPS KMA

CLIMA CLiMA (NASA JPL, MIT, NPS) Private, US NSF

FV3 Vulcan, UW/Bretherton Private

COSMO MCH, CSCS, DWD PASC GridTools

AceCAST-WRF TempoQuest Venture backed

NVIDIA HPC Collaborations With Atmospheric Models
Global:

Regional:
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Location - Date Organizations Model(s) Hackathon Project

KISTI (KR) - Feb KISTI MPAS Physics (WSM6)

CAS (CN) - May CMA GRAPES PRM advection

ETH  Zurich- Jun MCH, MPI-M, CSCS ICON Physics, radiation

MIT - Jun MIT, CliMA CliMA Ocean Subgrid scale LES

Princeton - Jun NOAA GFDL FV3GFS
SWE mini-app kernels, 
GFS radiation package

NERSC - Jul DOE LBNL E3SM MMF (ECP)

Sheffield - Aug Met Office, NCAS UM, NEMO Dycore, Miniapp

Met Office - Sep Met Office, STFC NEMOVAR, WW III Miniapp (?)

ORNL - Oct DOE ORNL, SNL E3SM SCREAM (Kokkos)

2019 ORNL Hackathons and GPU Model Progress

https://www.olcf.ornl.gov/for-users/training/gpu-hackathons/

https://www.olcf.ornl.gov/for-users/training/gpu-hackathons/
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GTC Keynote: Toward an Exascale Earth System Model with Machine Learning Components: An Update

Richard Loft, Director of Technology Development, CISL, NCAR [S21834 – Recording]

Articles: IBM/The Weather Company GRAF/MPAS deployment on GPUs
IBM Case Study – Nov 19: IBM GRAF Weather Forecasting of the Future

HPC Wire – Jan 20: IBM’s New Global Weather Forecasting System Runs on GPUs

Blog: New IBM Supercomputer Optimized for NVIDIA GPUs to Bring Better Weather Predictions Worldwide

Talks: AMS 2020 (Boston) presentations on MPAS GPU developments
NWP at The Weather Company: Overview of a Global Rapidly-Updating Forecast System [PDF (12MB)]

Todd Hutchinson, The Weather Company, an IBM Business, Andover, MA, et al.

An Implementation of MPAS-Atmosphere Running on GPUs [PDF (1MB)]

Raghu Raj Prasanna Kumar, NVIDIA, Santa Clara, CA; and M. Duda, S. Suresh, T. Hutchinson, and J. Wong

Weather Forecasting - What Have We Learned and Where We Are Headed [Recording]

Pat Feldhausen, The Weather Company, an IBM Business, Andover, MA

Reducing the Carbon Footprint of MPAS Weather Modeling with GPUs [PDF (2MB)]

Rich Loft, NCAR, CISL (Presented in the NCAR Exhibit at AMS 2020)

GPU Model Progress: MPAS

https://developer.nvidia.com/gtc/2020/video/s21834
https://www.ibm.com/case-studies/ibm-graf-from-the-weather-company
https://www.hpcwire.com/2019/01/09/ibm-global-weather-forecasting-system-gpus/
https://blogs.nvidia.com/blog/2019/11/18/new-ibm-supercomputer-optimized-for-gpus-to-bring-better-weather-predictions-worldwide/
https://ams.confex.com/ams/2020Annual/webprogram/Paper369457.html
https://drive.google.com/file/d/1JuVh4RSSgAKq8uIouOPGwPCb0iJ3fV8A/view?usp=sharing
https://ams.confex.com/ams/2020Annual/webprogram/Paper371223.html
https://drive.google.com/file/d/1fjCAnh969HIQXkaTjyD8icgmDQTCG7PL/view?usp=sharing
https://ams.confex.com/ams/2020Annual/meetingapp.cgi/Paper/369712
https://ams.confex.com/ams/2020Annual/videogateway.cgi/id/520384?recordingid=520384
https://drive.google.com/file/d/1JuVh4RSSgAKq8uIouOPGwPCb0iJ3fV8A/view?usp=sharing
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Strong Scaling MPAS-A Moist Dynamics: 
(56 levels, SP) at 3, 5 & 10 km

Xeon v4 nodes (10 km)

6xV100/AC922 (10 km)

6xV100/AC922 (5 km)

6xV100/AC922 (3 km)

1 yr/day
10km GPU

10km CPU 5km GPU

> 6x

3km GPU

AMS 2020
12 – 16 Jan 2020, Boston, USA

An Implementation of 
MPAS-Atmosphere 
Running on GPUs

Dr. Raghu Kumar, et al.

• ORNL Summit GPU 

system  (V100)

• NCAR Cheyenne CPU 
system (BDW)

MPAS GPU Scalability on ORNL Summit

Higher
is 

Better

An Implementation of MPAS-Atmosphere Running on GPUs [PDF (1MB)]

https://ams.confex.com/ams/2020Annual/webprogram/Paper371223.html
https://drive.google.com/file/d/1fjCAnh969HIQXkaTjyD8icgmDQTCG7PL/view?usp=sharing
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IBM/TWC GRAF Model Based on GPU MPAS

TWC operational configuration of 3km – 15km 
with hourly updates using ~300 x V100 GPUs

https://www.hpcwire.com/2019/01/09/ibm-global-weather-forecasting-system-gpus/

https://www.hpcwire.com/2019/01/09/ibm-global-weather-forecasting-system-gpus/
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COSMO-2E (2 KM)
4 per day, 5 day forecast

COSMO-1E (1 KM)
8 per day, 33 hr forecast

IFS from ECMWF
4 per day, 18km / 9km (?)

MeteoSwiss
COSMO NWP 

Configurations 
During 2020

With V100 GPUs

MeteoSwiss GPU System for NWP to use ICON

Ensemble
21 members

Ensemble
11 members

MeteoSwiss Roadmap
V100 system since 2019

New EPS configurations 

operational during 2020

New ICON-LAM in ~2022

(Pre-operational 2020)

18 Nodes x 8 x V100 = 144 Total  V100 GPUs
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DOE INCITE 2020: ECMWF scientists to simulate global weather at 1 km resolution

The project will make it possible to simulate deep convection explicitly at the global scale.

US DOE allocation of 500,000 node-hours on the Summit supercomputer at ORNL.

GPU evaluations at-scale of developments from the ECMWF Scalability Programme

Goal: Explore the limits of IFS-spectral vs. IFS-FV models at large scale
Initial experiments to test largest CPU allocations possible (Summit has 9,200 x P9 CPUs).

Next experiments with model components on the GPU: spectral transforms, physics, advection.

Blog – Jun 19: Optimising the ECMWF Integrated Forecasting System (IFS) on the Summit computer

Other weather and climate projects using the Summit GPU system
CPU-based 25 km climate model combined with GPU “super-parametrised” cloud models

Exascale deep learning for climate analytics: image classification, localisation, object detection

Experiments with Accelerating High-Resolution Weather Models with Deep-Learning Hardware

PASC Conference 2019 Best paper award; Recording ; Paper ;  Paper download

GPU Model Progress: IFS

https://www.ecmwf.int/en/about/media-centre/news/2020/ecmwf-scientists-simulate-global-weather-1-km-resolution
https://www.ecmwf.int/en/about/what-we-do/scalability
https://www.ecmwf.int/en/about/media-centre/science-blog/2019/oak-ridge-leadership-computing-facility-user-workshop-2019
https://pasc19.pasc-conference.org/program/schedule/index.html%3Fpost_type=page&p=10&id=pap_jan102&sess=sess195.html
https://pasc19.pasc-conference.org/
https://video.ethz.ch/conferences/2019/pasc19/f6a2bdd0-6bf1-4cf0-bb4d-2eb91762b953.html
https://dl.acm.org/doi/10.1145/3324989.3325711
https://drive.google.com/open?id=1uH-HvT9o9w0-679aToBKRwJuoe4rUbWL
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From “ECMWF 
Scalability 

Programme”

Dr. Peter Bauer,
UM User Workshop,

MetOffice, Exeter, UK

15 June 2018

• Single V100 GPU 

improved SH dwarf 

by 14x vs. original

• Single V100 GPU 

improved MPDATA 

dwarf 57x vs. orig

ECMWF IFS Dwarf Optimizations – Single-GPU

SH Dwarf = 14x

Advection = 57x

Dwarf 

Unoptimized



16

ECMWF IFS SH Dwarf Optimization – Multi-GPU

From “ECMWF 
Scalability 

Programme”

Dr. Peter Bauer,
UM User Workshop,

MetOffice, Exeter, UK

15 June 2018

• Results of Spherical 

Harmonics Dwarf on 

NVIDIA DGX System

• Additional 2.4x gain 

from DGX-2 NVSwitch

for 16 GPU systems

16 GPUs per single node
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IFS Scaling to 11,520 x GPUs on ORNL Summit

Scaling of spherical 

harmonics dwarf across 

multiple Summit nodes, 

using a hybrid 

OpenMP/OpenACC/MPI 

configuration, using 

GPUdirect and 

CudaDGEMM/FFT libraries. 

11520 MPI tasks in this 

figure use 1920 nodes.

https://www.ecmwf.int/en/about/media-centre/science-blog/2019/oak-ridge-leadership-computing-facility-user-workshop-2019

Lower
is 

Better

https://www.ecmwf.int/en/about/media-centre/science-blog/2019/oak-ridge-leadership-computing-facility-user-workshop-2019
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ECMWF Study of Half Precision on GPUs

Machine Learning for Weather Forecasts –
Peter

Dr. Peter Dueben, ECMWF
Keynote Talk
2020 Stanford Conference

https://www.hpcadvisorycouncil.com/events/2020/stanford-workshop/pdf/PeterDueben_MachineLearnWeatherForecast_StanfConf20_042120.pdf

https://www.hpcadvisorycouncil.com/events/2020/stanford-workshop/pdf/PeterDueben_MachineLearnWeatherForecast_StanfConf20_042120.pdf
https://www.hpcadvisorycouncil.com/events/2020/stanford-workshop/agenda.php
https://www.hpcadvisorycouncil.com/events/2020/stanford-workshop/pdf/PeterDueben_MachineLearnWeatherForecast_StanfConf20_042120.pdf
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Select ML Applications in Weather and Climate
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ECMWF Collaboration on ML Emulation of Radiation

https://www.hpcadvisorycouncil.com/events/2020/stanford-workshop/pdf/PeterDueben_MachineLearnWeatherForecast_StanfConf20_042120.pdf

From “Machine 
Learning for 

Weather Forecasts” 

Dr. Peter Dueben

2020 Stanford 
Conference, Apr 2020

• ResNet34, Resnet18 

networks on-line IFS 

show agreement with 

reference model to 

multi day forecasts, 

with good speedups

• Next will experiment 

with grid resolution 

and frequency of 

radiation calls.

Machine Learning for Weather Forecasts –
Peter

https://www.hpcadvisorycouncil.com/events/2020/stanford-workshop/pdf/PeterDueben_MachineLearnWeatherForecast_StanfConf20_042120.pdf
https://www.hpcadvisorycouncil.com/events/2020/stanford-workshop/pdf/PeterDueben_MachineLearnWeatherForecast_StanfConf20_042120.pdf
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Rapid Radiative Transfer Model for GCMs

ANN Emulation of RRTMG Provides 10x Speedup
-From AGU 2017 by M. Norman and P. Anikesh, Oak Ridge NL 

Surface Net SW Flux (RRTMG). Mean = 161.91 W/m2 Surface Net SW Flux (Emulation). Mean = 161.91 W/m2

Emulation of radiative transfer parametrization
E3SM global climate model
Speedup of 8-10x over original. 
Details: 3778 inputs, fully connected, 3 hidden layers, 6million training samples

DOE Collaboration on ML Emulation of Radiation



23

NASA Collaboration on ML-Based AQM Research
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NASA Collaboration on ML-Based AQM Research
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NASA Collaboration on ML-Based AQM Research
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NASA Collaboration on ML-Based AQM Research



27

NASA Collaboration on ML-Based AQM Research
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SUMMARY

• OPPORTUNITIES FOR APPLICATION 

BENEFITS FROM NEW A100 GPU

• GOOD PROGRESS IN NUMERICAL 

MODEL DEVELOPMENT ON GPUS

• FAST GROWTH IN ML APPLICATIONS 

OWING TO AI FEATURES OF GPU



Stan Posey, sposey@nvidia.com

Thank you and Questions?

mailto:sposey@nvidia.com

