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The “Fugaku” E& “Exascale”
~ Supercomputer for Society 5.0
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Broad Base --- Applicability & Capacity
Broad Applications: Simulation, Data Science, Al, ...
Broad User Bae: Academia, Industry, Cloud Startups, ...
For Society 5.0

om
RCCS



R Arm64fx & Fugaku E& /Post-K are: S
o FUJltsu -Riken design A64fx ARM v8.2 (SVE), 48/52 core CPU

o HPC Optimized: Extremely high package high memory BW
(1TByte/s), on-die Tofu-D network BW (~400Gbps), high SVE
FLOPS (~3Teraflops), various Al support (FP16, INTS8, etc.)

e Gen purpose CPU - Linux, Windows (Word), other SCs/Clouds

o Extremely power efficient — > 10x power/perf efficiency for CFD
benchmark over current mainstream x86 CPU

e Largest and fastest supercomputer to be ever built circa 2020

e > 150,000 nodes, superseding LLNL Sequoia o

e > 150 PetaByte/s memory BW ABAEX

e Tofu-D 6D Torus NW, 60 Petabps injection BW (10x global IDC
traffic)

e 25~30PB NVMe L1 storage
e Mmany endpoint 100Gbps I/O network into Lustre



2 Brief History of R-CCS towards Fugaku m

1 - wrn

April 2012 AICS renamed to RIKEN R-CCS.
July 2010 Post-K Feasibility Study start Satoshi Matsuoka becomes new
RIKEN AICS established 3 Arch Teams and 1 Apps Team Director
August 2010 June 2012 _ April 2020
HPCI Project start K computer construction complete Arm A64fx announce at Hotchips COVID19 Teams
September 2010 September 2012 Start
K computer installation start K computer production start NEDO 100x processor project start May 2020
First meeting of SDHPC November 2012 _ Fugaku Shipment
(Post-K) ACM Gordon bell Award Post-K Manufacturing approval by Complete
i Prime Minister’s CSTI Committee
2011 2013(') 2014
201
2010 Q 2012 / 019 2020
. End of FY2013 (Mar 2014) 7
Next Generation Supercomputer P Post-K Feasibility Study Reports / March 2019
roject (K Computer) start Post-K Manufacturing start
May 2019

June 2011 Post-K named “Supercomputer Fugaku”

#1 on Top 500 July 2019 .

November 2011 Post-Moore Whitepaper start

#1 on Top 500 > 10 Petaflops Aoril 2014 Aug 2019

ACM Gordon Bell Award Pg;-K project start K Computer shutdown

End of FY 2011 (March 2012) June 2014 Dec 2015 |

SDHPC Whitepaper %1 an Granh 500 Fugaku installation start




Co-Design Activities in Fugaku bl

Multiple Activities since 2011

Science by Computing Science of Computing |
- 9 Priority App Areas: High Concern to

General Public: Medical/Pharma, Fufisy
Environment/Disaster, Energy,
Manufacturlng, '// Ab64fx
Ml /A P |
Select representatives fr Design systems with param
om 100s of applications eters that consider various
LIRS signifying various compu application characteristics

=7

tational characteristics

S Extremel ti Fg Nt collabrations between the Co-Design apps centers,
Riken, and ujitsu, etc.

e Chose 9 representative apps as “target application” scenario
e Achieve up to x100 speedup c.f. K-Computer
e Also ease-of-programming, broad SW ecosystem, very low power,
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Research Subjects of the Post-K Computer

The post K computer will expand the fields pioneered by the K computer, and also challenge new areas.

Personalized and Integrated simulation
preventive medicine s%stems inducedby
using big data earthquake and tsunami
Institute of Medical Science / Earthquake Research Institute /
the University of Tokyo, the University of Tokyo,
and 6 other institutions and 4 other institutions

Meteorological and
global environmental
predictions using
big data

JAMSTEC / Center for Earth Information
Science and Technology of Japan,
and 5 other institutions

Innovative computing
infrastructure for
drug discovery

RIKEN Quantitative Biology Center,
and 6 other institutions

Priority
Issues

Elucidation of R&D and applications

the fundamental laws development in areas involving New technologies for
and evolution social & scientific priority issues energy creation,
of the universe to be tackled by using conversion/storage,
the post K computer and use

Center for Computational Science /
Tsukuba University,

and 10 other institutions Institute for Molecular Science /

National Institute of Natural Sciences,
and 8 other institutions

Development of
innovativ gd esign and Accelerated development
production processes °fe':2%"a:“;‘t*ec.l‘f:"
Institute of Industrial Science Crea.tion of . _ y y o
and 7 ather retitutions new functional devices S g e Hivans” o™
and high-performance
materials

The Institute of Solid State Physics /
the University of Tokyo, and 9 other institutions

@ ||
R-CCS
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NICAM: Global Climate Simulation o
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B Global cloud resolving model with 0.87 km-mesh which allows
resolution of cumulus clouds
B Month-long forecasts of Madden-Julian oscillations in the tropics is realized.

Global cloud
resolving model

Miyamoto et al (2013) , Geophys. Res. Lett., 40, 4922-4926,
doi:10.1002/grl.50944.
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“Big Data Assimilation” NICAM+LETKF s

High-precision Simulations NERreme

and Technology Agency

@ Future-generation technologies
lavailable 10 years in advance

High-precision
observations

Mutual feedback



3 Fugaku’s FUjitsu A64fx Processor is...

e an Many-Core ARM CPU...

e 48 compute cores + 2 or 4 assistant (OS) corg

Brand new core design

Near Xeon-Class Integer performance core
ARM V8 --- 64bit ARM ecosystem

Tofu-D + PCle 3 external connection

e ...but also an accelerated GPU-like processor

e SVE 512 bit x 2 vector extensions (ARM & FUJltere.-:4-*
. Integer (1, 2, 4, 8 bytes) + Float (16, 32, 64 bytes)

_____

_____

-——— = -

PCle

Controller Interface

Tofu

—— = =y,

e Cache + memory localization (sector cache)

e HBM2 on package memory - Massive Mem BW (Bytes/DPF ~0.4)
. Streaming memory access, strided access, scatter/gather etc.

e Intra-chip barrier synch. and other memory enhancing features

e GPU-like High performance in HPC especially CFD-- Weather & Climate
(even with traditional Fortran code) + Al/Big Data

P ]
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“Fugaku” CPU Performance Evaluation (2/3) FUJITSU

B Himeno Benchmark (Fortran90)

® Stencil calculation to solve Poisson’s equation by Jacobi method

400
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0

GFlops

346

85

— R

Intel Xeon
Platinum 8168
2 CPUs

286 305

Fugaku A64FX SX-Auroraf Tesla V100t

1 CPU

1 VE 1 GPU

T “Performance evaluation of a vector supercomputer SX-aurora
TSUBASA”,

Post-K Activities, 1ISC19, Frankfurt

SC19 httne //dlLacm-_oral/citation-cfm2id=2201729
\JV.I.U, Ill.l.l.l\.)-llul.uulll-UlslUlLuLlUlI-Ullll. AW | e LD
10 Copyright 2019 FUJITSU LIMITED



“Fugaku” CPU Performance Evaluation (3/3) FUjiTSU

B\WRF: Weather Research and Forecasting model

W Vectorizing loops including IF-constructs is key optimization
M Source code tuning using directives promotes compiler optimizations

WRF v3.8.1 (48-hour,12km, CONUS) on 48 cores

1.56
1.32
1 I I

Intel Xeon Platinum 8168 Fugaku AB4FX Fugaku A64FX
2 CPUs 1 CPU (asis) 1 CPU (w/ src tuning)

N

.
U

O
U

Normalized by Xeon
—

1/ (Iteration time)

-

Post-K Activities, ISC19, Frankfurt 11 Copyright 2019 FUJITSU LIMITED



Fugaku system configuration

M Scalable design

A64FX

CPU CMU BoB

Single socket node with HBM2 & Tofu interconnect

Shelf

Rack

CPU 1 D

CMU 2 CPU Memory Unit: 2x CPU
BoB 16 Bunch of Blades: 8x CMU
Shelf 48 3x BoB

Rack 384 8x Shelf

System 150k+  As a Fugaku system

(o8
FUJITSU

© 2019 FUJITSU



RIMZN

e Total # Nodes: 158,976 nodes
e 384 nodes/rack x 396 (full) racks = 152,064 nodes
e 192 nodes/rack x 36 (half) racks = 6,912 nodes
c.f. K Computer 88,128 nodes
® Theoretical Peak Compute Performances
e Normal Mode (CPU Frequency 2GHz)
o 64 bit Double Precision FP: 488 Petaflops
o 32 bit Single Precision FP: 977 Petaflops
« 16 bit Half Precision FP (Al training): 1.95 Exaflops
o 8 bit Integer (Al Inference): 3.90 Exaops
e Boost Mode (CPU Frequency 2.2GHz)
o 64 bit Double Precision FP: 537 Petaflops
o 32 bit Single Precision FP: 1.07 Exaflops
« 16 bit Half Precision FP (Al training): 2.15 Exaflops
o 8 bit Integer (Al Inference): 4.30 Exaops
e Theoretical Peak Memory Bandwidth: 163 Petabytes/s

R Fugaku Total System Config & Performance

om
RCCS
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e C.f. K Computer performance comparison (Boost)

e 64 bit Double Precision FP: 48x
e 32 bit Single Precision: 95x
e 16 bit Half Precision (Al training): 190x
o K Computer Theoretical Peak: 11.28 PF for all

precisions

e 8 bit Integer (Al Inference): > 1,500x
o K Computer Theoretical Peak: 2.82 Petaops (64 bits)

e Theoretical Peak Memory Bandwidth: 29x
o K Computer Theoretical Peak: 5.64 Petabytes/s



Fugaku is a Year’s worth of IT in Japan

IDC Servers incl

Smartphones Clouds Fugaku K Computer
_ 20 million 300,000
Units (2/3 annual shipments |~ (2/3 annual shipments 1 30~100
in Japan) in Japan)
10Wx20 mil = 600;(()’00"\’ X \3I(\)IK= ..y I
Power = M 5M
ZOOMW (incl cooling)
Arm X86/A
CPU ISA . _ X86/Arm Arm Sparc
System SW i0S/ Linux (Red Hat Linux (Red Proprietary Linux
Android Linux etc.)/Win Hat etc.) Low generality
Al Custom ASIC Gen il Gen. CPU
Accelerator e.g. SVE None

Acceleration

Inference Only

GPU

instructions
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Green500, Nov. 2019 50Q FUjiTSU

HOME  GREENSO0  LISTS»  RESOU

AG4FX pI’OtOtype — NOVEMBER 2019

i C HiE BT iR —
F uJ ItS u A64 FX 48 2 G H Z m and No. 1 on the Greenb00 is a new Fujitsu A64FX
prototy lled at Fujitsu, Japan. It achieved 16.9 GFlops t power-efficiency - 0@3 % 4 % ‘é -
during its 2.0 Pflop/s Linpack performance run. It is listed on position 160 in the TOP500. g g }{ %\ = IJ % Z
- » In second position is the NA-1 system, a PEZY Computing / Exascaler Inc. system which Dz ?é i 7: /); % l\°
ran e O n t e I St s currently being readied at P Computing, Japan for a future installation at NA E % #5111 ___l
Simulation in Japan. It achieve 16.3 GFlops/Watt power efficiency. It is on position 421 in the TOP % 71‘:; % ‘8 % % g‘g y
. :l'e N 3 on the Green500 s;l‘al“--‘CS. El w.e‘c.- EM Power '-"'m‘.s_at :lwe ?erlﬂfelzer’ Polytechnic Ing| &> ™R L B X g g g % % bﬁg :é_:‘
Computational Innovations [CCIl, New York, USA. It achieved 15.8 GFlops/Watt and is listed at po UABEUBEX M| | #E leRREI§ =
T@Eﬁfc%ﬂ'ﬂ%%‘ym Dlg%faa w
WilBEE °UICiE X C == VA 2
3E2 rKTIMe.P BIO_2 18
. BS =0apEY 35JELN @
Green500 List for November 2019 £ 1 ﬁ7¢ggiﬁ I 8rs2y
FE E N T gmeE oo
A64 I X ‘ P l | W/O Listed below are the November 2019 The Green500's energy-efficient supercomputers ranked from $
Note: Shaded entries in the table below mean the power data is derived and not meassured
e e Power
aCC ra O rS TOP500 Rmax Power Efficiency
Rank Rank  System Cores [TFlop/s] (kW] (GFlops/watts]
1 159 AGLFX prototype - Fujitsu A64FX, Fujitsu A64FX 48C 2GHz 36,864 19995 118 16.876
Tofu interc D, Fujitsu

. 1.9995 PFLOPS @ HPL, N
84.75%

« 16.876 GF/W
* Power quality level 2

FUJITSU CONFIDENTIAL 15 o summit- 154 L mROwERT e meke ‘__“5-53”'3 109%Ciopyright 2019 FUJITSU LIMITED
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SC19 Green500 ranking and 1% appeared TOP500

O
edition FUJITSU

B “A64FX prototype”, prototype of Supercomputer Fugaku,
18 /ranked #1, 16.876 GF/W

nd w/oAcc
© 3 HMApprox. 3x better GF/W to 2™ system w/CPUs | /1.
14
. W The first system w/o Acc ranked #1 in 9.5 years
10
= |
LL © Top Xeon machine #37, 5.843 GF/W
) «— —
6
, Endeavor: #94, 2.961 GF/W
| .
2
’ 0 50 100 150 200 250 300 350 400 450 500 35 40 45 50
Green500 rank TOP500 edition

FUJITSU CONFIDENTIAL 16 Copyright 2019 FUJITSU LIMITED



AB64FX CPU performance evaluation for real apps FUjiTSU

B Open source software, Real
apps on an A4AFX @ 2.2GHz

B Up to 1.8x faster over the latest
x86 processor (24core, 2.9GHz)
X 2, or 3.6x per socket

B High memory B/Wand long
SIMD length of A64FX work
effectively with these
applications

OpenFOAM

FrontISTR

ABINIT

SALMON

SPECFEM3D

WRF

MPAS

Relative speed up ratio

0.5

FUJITSU AG4FX

1.0

x86 (24core, 2.9GHz)x2

19



AB64FX CPU power efficiency for real apps

B Performance /Energy
consumption on an A64FX @
2.2GHz

B Up to 3.7x more efficient over
the latest x86 processor
(24core, 2.9GHz) x2

M High efficiency is achieved by
energy-conscious design and
implementation

OpenFOAM

FrontISTR

ABINIT

SALMON

SPECFEM3D

WRF

MPAS

[o®)
FUJITSU

Relative power efficiency ratio

1.0

FUJITSU A64FX

2.0

x86 (24core, 2.9GHz)x2

20
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Fugaku Performance Estimate on 9 Co-Design Target Apps

O Performance target goal

v" 100 times faster than K for some applications
(tuning included)
v" 30 to 40 MW power consumption

O Peak performance to be achieved

&, ||

Catego

Performance

RCCST

PostK K
Peak DP >400+ Pflops
(double precision) (34x +) 11.3 Pflops
Peak SP
(single >8(()$0+XT)ODS 11.3 Pflops
precision)
Peak HP >1600+ Pflops N
(half precision) (141x +)
Total memory | >150+ PB/sec
bandwidth (29x +) 5,184TB/sec

O Geometric Mean of Performance
Speedup of the 9 Target Applications
over the K-Computer

> 37X+

As of 2019/05/14

Priority Issue Area Application Brief description
ry y Speedup over K PP P
% 1. Innovative computing
= infrastructure for drug 1 25x E GENES'S MD for proteins
discovery
©
S
a
o .
S 2. Personalized and :
% preventive medicine using big 8X + Genomon Genome prgcessmg
= data (Genome alignment)
<
3. Integrated simulation i i
m2 systems induced by 45X + GAMERA Earthquake simulator (FEM in
2 S 9O | earthquake and tsunami unstructured & structured gr|d)
EER - .
§ e % 4. Meteorological and global NICAM+ Weather prediction system using
o @ : L . . . .
59 environmental prediction using 1 20)( + LETKE Big data (structured grid stencil &
< Plg data ensemble Kalman filter)
5. New technologies for Lol :
m energy creation, conversion / 40x + NTChem Molecular electronic S|mu|at|on
(3 storage, and use (structure calculatlon)
Q
<
ﬁ' 6. Accelerated development of CompUtatlonal MeChamCS. SyStem
s innovative clean energy 35X + Adventu re for Large Scale AnaIyS|s and
SR Design (unstructured grid)
Q
® O 7. Creation of new functional _initi el 3
= .g 5 | devices and high-performance 3OX + RSDFT Ab. initio S|mulat|on
2 & S | materials (density functional theory)
Q= »
o < =
3 g o | 8. Development of innovative Large Eddy Simulation
® @ ~ | designand production 25X + FFB _
- & processes (unstructured grid)
o S~
o w 9. Elucidation of the : ‘ .
@ 2 | fundamentallaws and 2 5x + LQCD Lattice QCID simulation (structured
g ° evolution of the universe grid Monte Carlo)




Q Fugaku / Fujitsu FX1000 System Software Stack S ||

R-CCS

Fugaku Al (DL4Fugaku) Live Data Analytics

~3000 Apps sup-
ported by Spack

RIKEN: Chainer, PyTorch, TensorFlow, DNNL... Apache Flink. Kibana
: 3 e

Math Libraries
Fujitsu: BLAS, LAPACK, ScaLAPACK, SSL || Cloud Software Stack
RIKEN: EigenEXA, KMATH_FFT3D, Batched BLAS,,,, OpenStack, Kubernetis, NEWT... Open Source
Management Tool
Compiler and Script Languages Spack
Fortran, C/C++, OpenMP, Java, python, ...
(Multiple Compilers suppoted: Fuijitsu, Arm, GNU, System ObjectStore

LLVM/CLANG, PG, ...)

Tuning and Debugging Tools

Fujitsu: Profiler, Debugger, GUI Red Hat Enterprise Linux 8 Libraries Most applications will work
with simple recompile from

High-level Prog. Lang. |Domain Spec. Lang. COngSil\cAaFglon File I/0 Virtualization & Container .
XMP FDPS RIKEN MP! DTF KVM, Singularity x86/RHEL environment.
Process/Thread Low Level Communication File I/O for Hierarchical Storage LLNL Spack automates this.
PIP uTofu, LLC Lustre/LLIO

Red Hat Enterprise Linux Kernel+ optional light-weight kernel (McKernel)

20020/01/27 RIKEN Center for Computational Science 20



New PRIMEHPC Lineup FUﬁTSU

PRIMEHPC FX1000 PRIMEHPC

Supercomputer optimized for large scale computing FX7OO

High Scalabilit Y/ Superior power efficienc
l 4 Supercomputer based on
AB64FX processor

384 nodes/Rack N A64FX Processor
Tofu-D Interconnect / : . My 8 nodes/2U Rackmount

High Density




The HPE/Cray CS500 - Fujitsu A64FX Arm Server FUjITSU

B Cray Fujitsu Technology Agreement
B Supported in Cray CS500 infrastructure

® Full Cray Programming Environment

Cray CS500
High Performance
Fujitsu A64FX Arme¢
v8.2-SVE Server

B Leadership performance for many memory
intensive HPC applications, e.g., weather

B GA in mid'2020

B A number of adoptions
US: Stony Brook, DoE Labs, etc.
Multiple yet-to-be-named EU centers

 —
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3 Fugaku Deployment Status (Apr. 2020) R

e Pipelined manufacturing, installation, and bringup, first rack
shipped on Dec 3 20109.

e All racks on the floor May 13, 2020(!)
e 2020 early users, incl. COVID-19 apps running already

e Open to international users through HPCI, general allocation April
2021 (application starting Sept. 2020)
(does not need to involve a Japanese PI)

e Also some internal
test nodes (Apr 2020)
and allocations
(Apr. 2021) are
available for R-CCS




R Massive Scale Deep Learning on Fugaku qm

Fugaku Processor is Al-DL ready labil;
& High perf FP16&Int8 Unprecedened DL scalability

®High mem BW for convolution
€ Built-in scalable Tofu network

High Performance DNN Convolution

High Performance and Ultra-Scalable Network
for massive scaling model & data parallelism

BW for fast
reduction

Low Precision ALU + High Memory Bandw  yitra Scalability of Data/Model Parallelism
idth + Advanced Combining of Convolutio  gcalability shown to 20,000 nodes
n Algorithms (FFT+Winograd+GEMM) HPL-AI to beyond exaflops
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Deployed Purpose Al Processor
| TokyoTech. July2017 HPC+Al NVIDIAP100 45.8PF  22.9 PF/45.8PF 8.125PF  13.704 GF/W
TSUBAME3 Public x 2160 (FP16) (FP32/FP16) #22 #8
Inferende U-Tokyo Apr.2018 HPC+Al NVIDIAP100 10.71PF 5.36 PF/ 10.71PF (Unranked) (unranked)
838.5PF | Reedbush-H/L  (update) Public x 496 (FP16) (FP32/FP16)
Training U-Kyushu  Oct.2017 HPC+Al NVIDIAP100 11.1PF  5.53 PF/11.1 PF (Unranked)  (Unranked)
86.9 PF ITO-B Public X 512 (FP16) (FP32/FP16)
vs. Suminit AIST-AIRC  Oct. 2017 Al NVIDIAP100 8.64PF  4.32 PF/ 8.64PF (Unranked)  (Unranked)
Inf. 1/4 AlCC Lab Only x 400 (FP16) (FP32/FP16)
Train. /51 Riken-AIP  Apr. 2018 Al NVIDIAV100 54.0PF  6.40 PF/54.0 PF 1.213 PF (Unranked)
Raiden (update) Lab Only x 432 (FP16) (FP32/FP16) #462
AIST-AIRC  Aug. 2018 Al NVIDIAV100 544.0PF  65.3 PF/544.0 PF 19.88 PF  14.423 GF/W
ABCI Public x 4352 (FP16) (FP32/FP16) #8 #6
NICT & Summer Al NVIDIAV100 ~210PF  ~26 PF/~210 PF 4.128#51  (Unranked)
Sakura Internet 2019 Lab Only x 1700 (FP16) (FP32/FP16) 3.712 #58
S—
C.f.USORNL Summer HPC+Al NVIDIAV100 3,375PF 405 PF/3,375 PF 143.5PF  14.719 GF/W
- Summit 2018 Public x 27,000 (FP16) (FP32/FP16) #1 #5
X2 ™ X%
summit| | Riken R-CCS 2020  HPC+Al Fujitsu A64fx >4000 PO >1000PF/>2000PF >1000PF > 400PF 16.876 GF/W
HPL-AI Fugaku ~2021 Public > x 150,000 (Int8) (FP32/FP16) #1 (20207?) #1 (proto)

Large Scale Public Al Infrastructures in Japan

@ ||
R-CCS

(equiv. ~100K GPUs)



[ Fujitsu-Riken-Arm joint effort on Alframework M
development on SVE/A64FX

e MOU Signed Fu3|tsu -Riken
Nov. 25, 2019

Optimization Levels

7 _ﬁ_ _____ ~Original code
DL Franeworks _ Step2 | [

(PyTorch, TensorFlow)

~Naive integration

~Layout propagation

\
., Convolution § . oy Batch Ncarm
. y,

Layer fusion

Transform weights to
integrate BN (offline)
e Next ver. trainin

optimization  EXaops of sim, data, and Al on Fugaku and Cloud

e Also w/Arm
e 1strelease May 2020

e First ver. optimized
for inference

22 UEII.I.IOJJad o129
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Cloud Service Providers Partnership
https://www.r-ccs.riken.jp/library/topics/200213.html (in Japanese)

HI=

= II SYSTEMS \A|’[8II’ ><

HPC SOLUTIONUS

P A NIMB|X
¢ FOCUS ST R Z RSN E eXd

EXA CORPORATION

OIII RIKEN )
/ %\ "urrH R-CCS giﬂn:iz:gtlonal Science
Action Items

Cool Project name and logo!

Trial methods to provide computing resources of Fugaku to end-users via service
providers

Evaluate the effectiveness of the methods quantitatively as possible and organize the
issues

@ ||
RCCS


https://www.r-ccs.riken.jp/library/topics/200213.html

R COVID19 Fugaku Early Production & HPCI Tl

e Supercomputer Fugaku used to help fight against COVID-19

e https://www.r-ccs.riken.jp/en/topics/fugaku-coronavirus.html

e Production a year ahead of schedule
e Max availability in April~May: 72 racks (80 Petaflops), 1/6 full

More to be added after June

e Public call by MEXT and Riken - fast track, bypasses normal allocation
procedure, priority allocation to massive resource w/extensive R-CCS support

e Must work closely w/Riken R-CCS and other COVID19 groups
e HPCI Tier-2 COVID19 resource allocations

e https://www.hpci-office.jp/pages/e hpci covid19

e Most HPCI tier-2 resources, more variety (e.g., GPUs), less capacity & less
restrictions c.f. Fugaku

o Goes thru accelerated peer-review process by RIST
e Both are available to intemational research groups


https://www.r-ccs.riken.jp/en/topics/fugaku-coronavirus.html
https://www.hpci-office.jp/pages/e_hpci_covid19
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........ ABAS BRAWHIA? KAIMA

Fugaku

Prediction and Countermeasure for Virus Droplet Infection

under the Indoor Environment
RIKEN R-CCS Makoto TSUBOKURA

Outline of the Research:
Virus droplet infection caused by sneezing, coughing, or talking is strongly influenced by the flow, temperature and humidity of
the air around an infected person and potential victims. Especially in the case of the new coronavirus, possibility of aerosol
infection by atomized droplets is suggested in addition to the usual droplet infection. Because smaller aerosol particles drift in
the air for a longer time, it is imperative to predict the scattering route and to estimate how surrounding airflow affects the
infection so that the risk of droplet infection can be properly assessed, and effective measures to reduce infection can be
proposed. In this project, massively parallel coupling simulation of virus droplet scattering, with airflow and heat transfer under
the indoor environment such as inside a commuter train, offices, classrooms, and hospital

rooms will be conducted. By taking into account the characteristics of the virus, its infection

risk of virus droplets is assessed under various conditions. Then countermeasures to reduce -

the risk are proposed from a viewpoint of controlling the air flow. ” il 3 ” f:r_m
This project is a collaboration with RIKEN, Kyoto Institute of Technology, Kobe University, WW‘H [}MI 4[17;;; 1%
Osaka University, Toyohashi University of Technology, and Kajima Corporation. Complex mm” i !
Unified Simulation framework called CUBE, developed at RIKEN R-CCS and implemented "
on the supercomputer Fugaku, is mainly used, which will be the world-largest and highly

accurate virus droplet simulation ever conducted.

An Example of virus droplet simulation in a classroom
Expected Achievements: (By prof. Yamakawa of Kyoto Institute of Technology)
The risk of droplet infection under the indoor environment is quantitatively evaluated,
and specific countermeasures to reduce the infection risk is proposed in terms of effective
ways of opening/closing windows, use of air conditioning, and placement of partitions. In
addition, by creating animation of the droplet scattering and its spreading speed in the
rooms from the simulation results, people can visually understand the risk of droplet
infection and its countermeasures. These outputs from the simulation can protect the
living and working environment from virus droplet infection, and contribute to earlier
recovery of the socio-economic activities.

Simulation model of a cabin of a commuter train

@ ||
RCCS
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Fugaku - - - -
Simulation analysis of pandemic phenomena

RIKEN Nobuyasu Ito
Research content:

Social and economic impact is increasing globally, and Japan is now at critical bifurcation point.
And challenges to make its visualization and “big data” mining have started. In this project,
making the most of the “Fugaku” and other supercomputers, estimations of possible future of our
social and economic activities, and policy options to control and resolve the situation.

For the purpose, simulations of disease propagation and economic activities, and SNS text mining
are applied together with the National Institute of Advanced Industrial Science and
Technology,Kyoto University, Tokyo Institute of Technology, the Univesity of Hyogo, the
University of Ryukyus and the University of Tsukuba. Doy

Day 1

Expected results:
v Candidates of policy options to

control and resolve the disease SR
propagation and its social and . §§§§ . )
economic effects are visible. 0200 I s g

v" Dynamic control of the situation Ve d i J
together with localized policy : e f_‘-_-;j 3_";_"3"-‘
will be clear. T s A ;_{_3_._._;4?—_:%"":"“.* s -

v Not only in case of disease R il AT
propagation, policy options in <%, 7% 2
cases of Iarge scale disasters f " Preliminary simulation result of economic damage after lockdown of Tokyo area:
and accidents will also be the left figure shows the first days and the right 14t" day by Dr. Inoue of the

University of Hyogo. In this project, not only the case of lockdown, but also parti;

guided.

restrictions in various areas are searched using the “Fugaku” supercomputer.
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Exploring new drug candidates for COVID-19 by "Fugaku™
RIKEN / Kyoto University Yasushi OKUNO, Prof. PhD.

Research content:

Currently, clinical trials are underway in Japan and overseas to confirm the effects of existing
drugs on COVID-19. Some reports have shown that the drug has shown efficacy through these
clinical trials, but the number of cases has been small, and no effective therapeutic drug has yet
been identified. Furthermore, due to the small number of drugs being tested, it is possible that
none of the drugs have a definite effect.

Therefore, in this study, we performe molecular dynamics calculations using "Fugaku" to search
and identify therapeutic drug candidates showing high affinity for the target proteins of COVID-19
from approximately 2,000 existing drugs that are not limited to existing antiviral drugs targeted in
clinical trials.

Expected results:

v" New therapeutic drug candidates other than
those currently undergoing clinical trials can be
discovered.

v" Combination effects of multiple drugs can be
estimated

v" The molecular action mechanism of existing
drugs currently undergoing clinical trials will be
elucidated. In addition, these findings provide a
clear direction for developing new drugs that go
beyond the existing drugs.

2,000 existing drugs
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