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HPC	for	weather	and	climate:	
	
A	big	success	story	…		

						…	and	a	big	and	growing	challenge	
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… but still, ESMs are far from being perfect  
Graphics courtesy Bjorn Stevens 
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Slide courtesy Bjorn Stevens 
(EGU Vienna, 2018) 
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Slide courtesy Bjorn Stevens 
(EGU Vienna, 2018) 



Top	Ten	Reasons	…	why	1	km	coupled	is	a	great	leap	

•  1.	Convec@on	is	resolved	(rainbands).	
•  2.	Surface	orographic	effects	and	gravity	waves	are	resolved	(storm	tracks).	
•  3.	Shallow	circula@ons	(clouds	and	convec@on,	feedbacks	and	forcing).	
•  4.	Ocean	eddies	are	resolved	(southern	ocean	stra@fica@on).	
•  5.	Tropopause	dynamics	are	resolved	(storm	tracks	and	stratospheric	water	vapor).	
•  6.	Bathymetric	effects	on	water	mass	forma@on	are	resolved	(variability).	
•  7.	Allows	a	na@ve	representa@on	of	land	surface	(land	use	changes).	
•  8.	Remaining	problems,	such	as	microphysics	&	turbulence	become	tractable	(parameteriza@on).	
•  9.	Simulates	observables	(brings	different	science	communi@es	to	the	same	table).	
•  10.	Direct	link	to	impacts	(connects	directly	to	applica@on	communi@es).	

Bjorn	Stevens	at	EGU	2018:	
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Slide courtesy Bjorn Stevens 
(EGU Vienna, 2018) 



Very	high	resolu@on	exposes	the	SYPD	wall	!	
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Paleo Cloud resolving 

 
 

Time scale: Millennia  (up to 100,000 a)    

Resolution: ~ 500km 

HPC: Need world class capability systems with low 
number of cores (e.g. the “good old vector”) 
 
Per single experiment less then 10 TeraFLOPS (peak)   
Wall clock: months or even years ! 

 
Using a 1 PFLOP machine you could run ensemble of size 100 

but would still wait years for the results 
 

Time Scale: a few years 

Resolution: 1 km or lower 

HPC:  Needs „suitable“ exa-scale systems and new 
programming paradigms 
 
Could fill an Exaflops system but limited to simulation 
periods of years to decades (if we work hard)  

Very	high	resolu@on	exposes	the	SYPD	wall	!	



Intermediate	summary	
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The weather & climate community has a “nearly infinite“ need for 
computing capability and computing capacity: 

•  We could and would do better science if  we had faster (better) HPC 
 
This community has a growing problem with HPC 

•  Systems get broader not faster (in fact the may get slower) 
•  It is increasingly difficult to make progress in leveraging new 

systems 
•  The market is driven by cell phones and deep learning 

 



ESiWACE:	
	

Linking	climate	and	weather	modelling	to	the	
European	HPC	ecosystem	

		
Fostering	co-design	
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The	European	
	HPC	ecosystem	

+ national and 
institutional 

funding 

#11 

#25  
#26 

#38 

+ dedicated 
machines 

(Top500 rank, June 17) 



Lecce,	17	May	2018	Joachim	Biercamp,	DKRZ			-			ESiWACE	 13	

One	of	currently	nine	CoEs	funded	within	H2020	
16	partners:	

		Climate	modelling	
		Weather	services	

HPC	industry	
CompuNng	centres	

Funded	from	European	Union;	Horizon	2020;	
	research	agreement	No	675191	
DuraNon	Oct.	2016	–	Sept.	2019	

Funding:	ca	5Mio	€	
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ESiWACE:	
	

Technical	focus	
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Global	high-resoluNon	model	demonstrators:	
•  Demonstrate	computability	of:	

–  1km	global	Atmosphere,	IFS,	2017	
–  1km	global	Atmosphere,	ICON,	2017	
–  1km	global	Ocean,	NEMO,	2019	
–  at	least	10km	global,	coupled	ESM,	EC-EARTH,	2019	
–  target	1km	global,	coupled	ESM,	MPI-ESM2,	2019	

•  Demonstrate		that	size	and	communality	of	the	problem	jusNfies	a	
coordinated	approach	and	strategic	investment		

	
Developing	the	next	generaNon	of	climate	and	weather	codes	and	related	environments	for	
exascale	is	a	long-standing	issue,	beyond	what	ESiWACE	can	do	in	4	years,	but	to	which	
ESiWACE	will	pave	the	way.		
	

Scalability:	The	ESiWACE	demonstrators	
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Expoitability:	Data	centric	workflow	–	fight	the	data	
deluge	

Joachim Biercamp, DKRZ   -   ESiWACE 

ESiWACE	approach:	
	
Control	Workflow	via	CYLC	
Meta-scheduler	
	
Handle	data	via	Eart-
System-Data	Middleware	
(non	POSIX)	
	
In-situ	approaches	to		
Analy@cs	and	visualisa@on	
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Community	Building	!	

	
Community	=	Earth	System	Modelling	Community	

(Weather	+	Climate	+	HPC)	
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EU		funding	
programms	

weather & climate computing as driver for HPC 
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Impact	on	EuroHPC,	etc		

Slide: Vangelis Flores, EU, presented to 
EuroHPC User Requirements Working Group  
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The	HPCW	–	Benchmark	
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ESiWACE	

Demonstrate	very	high	
scalability		
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Roadmap	to	cloud	
resolving	models	



DYAMOND		
DYnamics	of	the	
Atmospheric	general	circula@on		
Modeled	On		
Non-hydrosta@c	Domains	

A	collabora@on	supported	by	ESiWACE	
•  par@cipa@on	is	open	to	all	groups	targe@ng	

cloud	resolving	atmosphere	models	(no	funding)	

Joachim Biercamp, DKRZ   -   ESiWACE 

hpps://www.esiwace.eu/services/dyamond	

Iden@fying	similariNes	and	differences	that	emerge	at	storm	resolving	scales	(1	km	to	5	km)	as	
compared	to	tradiNonal	(hydrosta@c-scale)	representa@ons	of	the	atmospheric	circula@on;	
	
Open	to	all	interested	interna@onal	groups	
Technical	support	through	ESiWACE	

Lecce,	17	May	2018	
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Exchange	and	Collaborate	
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June	19-20,	2018:	Teratec	Forum,	Palaiseau,	France	
June	24-28,	2018:	ISC	High	Performance,	Frankfurt,	Germany		

Birds-of-a-Feather	session	"ESiWACE:	What	is	Special	about	HPC	Compu@ng	for	Weather	and	Climate?“	
Presenta@on	"Towards	Cloud-Resolving	Weather	and	Climate	Predic@on	at	Exascale"	in	session	
"Tornados,	Disaster	&	Early	Warnings“	
Project	Poster	"ESiWACE”	

July	2-4,	2018:	PASC,	Basel,	Switzerland	
Contribu@on	to	several	mini	symposia	
ESiWACE	(Joachim,	Philipp)	will	be	chairing	W&C	track	2019;	Peter	did	the	same	2017	

Sep	13-14,	2018:	3rd	ENES	Workshop	on	Workflows,	Brussels,	Belgium	
Sep	24-28,	2018:	18th	Workshop	on	HPC	in	Meteorology,	Reading,	UK	

Longer	session	on	EU-projects	dealing	with	scalability,	etc		

Oct	29-Nov	1,	2018:	Weather	&	Climate	Science	in	the	Digital	Era,	Amsterdam,	Netherlands	
Several	partners	plan	contribu@ons	

Exchange	and	collaborate	
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Exchange	and	collaborate:	ENES	HPC	workshops	

Lecce,	17	May	2018	

Lecce	2011	

Toulouse	2016	

Hamburg	2014	

Toulouse	2013	

Lecce	2018	

(Hamburg	2020)	

(Barcelona	2022)	

The	Series	of	
ENES	HPC-	
workshops	is	
co-organized	
by	ESiWACE	
and	IS-ENES	
with	the	ENES	
HPC	task	force		
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ENDE 
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The European HPC Ecosystem 

FET: 
Future and Emerging 
Technologies Projects 

 
CoE: 

Centers of Excellence 
on Application 
Performance 
 
One of nine CoE is on 
climate and weather 
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