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ESCAPE	European	impact	map	
34	countries	
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16	countries	
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Required:	Billion-way	parallelism	
Hardware	
•  hybrid	compu:ng	model	seems	to	be	here	to	stay;	 	 	 	[Dongarra	et	al.	2015]	
•  memory	systems	will	become	ever	more	complicated;	
•  hardware	faults	require	fast	adapta<on	strategies.	

	
→ Interconnec<on	technology	is	seriously	lagging	behind	compu<ng	power:	2-3	orders	of	magnitude	gap!	
	
SoXware	
•  message-driven	execu:on	models;	
•  large-scale	data	analy:cs	at	the	intersec<on	of	numerical	linear	algebra	and	data	analy<cs;	
•  broad	spectrum	of	programming	languages;		
•  auto-tuning.	

	
	
	
	
	
	

	 	 	 	 	 	 	 		

“We	believe	that	the	<me	has	come	for	the	leaders	of	the	computa<onal	science	movement	to	focus	their	
energies	on	crea<ng	soXware	research	centers	to	make	progress	on	both	hardware	and	soUware	fronts	
simultaneously	with	a	level	of	sustained,	interdisciplinary	collabora<on	among	the	core	research	
communi<es.”	
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ESCAPE	key	objec:ves	

1.  Define	fundamental	algorithm	building	blocks	(“Weather	&	Climate	Dwarfs”)	to	co-design,	advance,	
benchmark	and	efficiently	run	the	next	genera<on	of	NWP	and	climate	models	on	energy-efficient,	
heterogeneous	HPC	architectures.	
	

2.  Diagnose	and	classify	Weather	&	Climate	Dwarfs	on	different	HPC	architectures	
	

3.  Combine	fron<er	research	on	algorithm	development	and	extreme-scale,	high-performance	compu<ng	
applica<ons	with	novel	hardware	technology,	to	create	a	flexible	and	sustainable	weather	and	climate	
predic<on	system.	
	

4.  Foster	the	future	design	of	Earth-system	models	and	commercialisa<on	of	weather-dependent	
innova<ve	products	and	services	in	Europe	through	enabling	open-source	technology.	
	

5.  Pairing	world-leading	NWP	with	innova:ve	HPC	solu:ons.	
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ESCAPE	workflow	

Extract	model	dwarfs…	
…	explore	alterna:ve	
numerical	algorithms	…	

…	hardware		
adapta:on	…	

…	reassemble	model	
and	benchmark	
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What	is	a	dwarf?	

Weather	&	Climate	Dwarfs	encapsulate	basic	algorithmic	mo8fs	by	
breaking	down	numerical	weather	predic8on	legacy	codes	into	key	
func8onal	components	-	in	analogy	to	the	Berkeley	Dwarfs.	
	
Weather	&	Climate	Dwarfs	are	dis8nctly	mo8vated	by	the	requirement	to	
maximise	compu8ng	performance,	energy	consump8on,	as	well	as	8me-
and-cost-to-solu8on.	
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Why	focus	on	Dwarfs?	

Advec:on:	halo-communica<on,	scalability	

Transforms:	communica<on	bandwidth,	
memory	

Transforms:	communica<on	bandwidth,	
memory	

Physics:	expensive	calcula<ons,	scalable	

Ocean	waves:	expensive	calcula<ons,	load	
balancing	

3D-solver:	itera<ons,	memory,	
communica<on	bandwidth	

No	1:	sequen<al	with	<me	steps	(10d	x	
24h	x	3600s	/	450s	=	1920	@	9km	
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Relevance	of	Dwarfs	
%	of	the	en:re	run:me	



October	29,	2014	

11	

Dwarfs	and	Programming	
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Hybrid	Compu:ng	–	single	GPU		
cache	bandwidth	limited	 compute	limited	

Advec:on	dwarf	

Spherical	harmonics	dwarf	

by:	
•  exposing	parallelism	in	loops	for	OpenACC	

mapping	
•  Kernel	op<miza<on	by	memory	mapping		
•  exploi<ng	CUDA	BLAS	features	
•  minimizing	data	alloca<on	and	movement	
•  (calling	C	/CUDA	from	PGI	Fortran)	

(Δx	≈	125	km)	
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Hybrid	Compu:ng	–	mul:ple	GPU		

(Δx	≈	18	km)	

number	of	nodes	

NVIDIA	NGX-2	with	NVSwitch	

(Δx	≈	18	km)	
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Dwarfs	vs	Full	model	–	mul:ple	CPU		

Energy	cost	[kJ]	

Time	to	solu:on	[s]	

ALARO	LAM	at	2.5km	
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ESCAPE:	Separa:on	of	concerns	
Atlas	

GridTools	

→ Weather	and	climate	DSL	development	may	be	
the	only	solu:on	for	enabling	efficient	science	
development	and	producing	performant	and	
portable	code!	



October	29,	2014	

ESCAPE	SoXware	collabora:on	plaform	
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ESCAPE	SoXware	stack	

Spectral	transform	
library/interface	

Parallel,	object-
oriented	data	
structure	framework	

A	dwarf	

GRIB	encoding/
decoding	

Cmake	macros	
unifying	build	

Fortran	unit	
tes:ng	(BOOST)	

C++	support	library	
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From	ESCAPE	to	ESCAPE-2	

GridTools	

Atlas	

Processors	

Neural	networks	 Mathema8cs&algorithms	
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From	ESCAPE	to	ESCAPE-2	
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ESCAPE-2:	HPCW	

High-Performance	
Climate	and	Weather	
benchmark	
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| 	2016 	| 	2017 	| 	2018 	|	 	2019 	| 	2020 	| 	2021 	| 	2022 	|	

ESiWACE-2?	

EuroHPC 

Roadmap	for	weather	&	climate	compu:ng	


