
	
	
	
	
	
	
	

CINECA	SCAI	SuperCompu.ng	Applica.on	&	Innova.on	
	

EuroHPC	declara.on	
	

Slides	stolen	from	several	people	presenta.ons		

	
				
	

Sanzio		Bassini	–	May	2018		



Why	invest	in	HPC?	
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HPC	is	at	the	core	of	major	advances	and	innova.ons	in	the	digital	age	
	
Strategic	value	for	science	
HPC	enables	breakthrough	science	

disease	treatment;	new	therapies;	brain;	climate;	chemistry;	
new	materials;	cosmology,	astrophysics;	high-energy	physics;	
environment;	transporta.on,	earthquakes,	etc.,	
	

Strategic	value	for	Industry	
Market	poten.al:	new	products,	design	and	produc.on	cycles,	
decision	processes,	costs,	resource	efficiency,	etc.	
	
Na.onal	security	and	defense	
Complex	encryp.on	technologies,	terrorism,	forensics	
cyber	aUacks,	nuclear	simula.ons	

Brain	

Drug	discovery	

Climate	 Cosmology	

Defense	

Materials	

Security	

Aero	space	



High	Energy	physics	
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Carbon	nanotubes	as	excitonic	insulators	
The	excitonic	insulator	phase	(EI),	i.e.	the	instability	of	a	zero	gap	
semiconductor	 against	 the	 tendency	 of	 mutually	 attracting	
electrons	 and	 holes	 to	 form	 bound	 pairs,	 	 was	 speculated	 by	W.	
Kohn	 in	1968	 since	 then,	 the	observation	of	 the	EI	has	 remained	
elusive.		

Here	 we	 have	 proved	 by	 means	 state	 of	 the	 art	 ab	 initio	
calculations			
through	many-body	 perturbation	 theory	 as	 well	 as	 Quantum	
Monte	 Carlo	 that	 the	 excitonic	 insulator	 is	 realised	 in	 zero	 gap	
carbon	 nanotubes	 (CNT).	 The	 excitonic	 order	 modulates	 the	
charge	 between	 the	 two	 carbon	 sublattices	 opening	 an	
experimentally	observable	gap.			

By	means	 of	mean	 Jield	models	 using	 parameters	 provided	 from	
the	 ab	 initio	 calculations	 we	 observed	 that	 below	 a	 critical	
temperature	the	exciton	phase	is	present	in	all	the	armchair	family	
of	 CNT	 with	 an	 electronic	 gap	 scaling	 approximatively	 as	 the	
inverse	of	the	tube	radius.			

Carbon nanotubes as excitonic insulators; D. Varsano, S. Sorella, D. Sangalli, M. Barborini, S. Corni, E. Molinari and M. Rontani; 
Nature Communications 8, 1461 (2017) 
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Numerical Models to simulate climate change in different scenarious: 
Regionalization by dynamical or statistical downscaling 



→  Science community agrees that at very high resolution models will make qualitative jump 
in accuracy, but this comes at a very high computing & data cost, and that we estimate to 
be a factor of 1000 short with current system 

Courtesy of 
Peter Bauer 

Model resolution – computing 
Need of HPC 
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Approaching	disease-specific	poly-pharmacology	by	connec.ng	
drugs	with	biological	targets	and	diseases	

Genome-wide	molecular	
docking	simula.ons	will	
predict	
•  Drug	Efficacy		
•  Drug	Safety		
•  Averse	Effects	
•  Novel	Use	of	Known	
Drugs	

Genome-wide	molecular	docking	
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LiGen™	Push	to	the	limit	soaware	
op.miza.on	on	standard	hardware		

•  Develop	energy	and	resource	efficient	algorithms	
•  Use	self-func.onali.es	to	adapt	and	scale-out	the	applica.on	

•  Ligand:	100	Million	
•  Targets:	1	
•  Docking	.me:	30	sec	
•  2048	CPU	cores	
•  UNICODE	/	Flat	file		

•  Wall	Time:	407	hours	(17	Days)	
•  Total	Cost*:	83K	

•  Ligand:	1	Billion	 	 		
•  Targets:	10 	 		 		
•  Docking	.me:	3	sec	
•  1	Million	CPU	/	GPU	/	MIC	cores	
•  Binary	/	Database		

•  Wall	Time:	8	hours	
•  Total	Cost*:	833K	

As	Is	 To	Be	

Total	Cost	=	100	M		Ligands	X	1	Targets	X	30/sec	for	each	Dock	X	0.1	Euro	/hour	
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Development	Roadmap	of	LiGen™		
•  BeUer	Database	Architectures	
•  Faster	I/O	
•  Deeper	Hardware	/	Soaware	integra.on	
•  Ad	Hoc	Hardware		
•  New	Evalua.on	Func.ons	Based	on	Ar.ficial	Intelligence	



DATA	CENTER	
21	PetaByte	

Data	
25.000.000	KM	

Ar.ficial	Intelligence	
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EuroHPC	DeclaraCon	–	ParCcipaCng	States		

Switzerland	

Spain	Portugal	Netherlands	

Italy	 Luxembourg	Germany	

DeclaraCon	signed	in	Rome	23/03/2017	by:	

8	more	countries	signed	the	DeclaraCon:	

Belgium	 Slovenia	 Bulgaria	

Czech	
Republic	Greece	 CroaCa	

France	

Cyprus	
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For	Italy	signed	the	Ministries	of	EducaCon	University	and	Research	and	of	Economic	Development			



EuroHPC	Mission	and	objecCves	

■  to	provide	scienCsts,	industry	and	the	public	sector	from	the	Union	with	
latest	HPC	and	Data	Infrastructure	and	support	the	development	of	its	
technologies	and	its	applica.ons	across	a	wide	range	of	fields.		

■  to	provide	a	framework	for	acquisiCon	of	an	integrated	world-class	pre-	
exascale	supercompuCng	and	data	infrastructure	in	the	Union;		

■  to	provide	Union	level	coordinaCon	and	adequate	financial	resources	to	
support	the	development	and	acquisi.on	of	such	infrastructure,	which	will	
be	accessible	to	users	from	the	public	and	private	sector	primarily	for	
research	and	innova.on	purposes;		

2018	 2019	 2020	 2021	 2022	 2023	 2024	 2025	 2026	

2	Exascale	
machines		

2	Pre-exascale	
machines		

Present	EU	Financial	Framework	 Next	EU	Financial	Framework	
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EuroHPC	Mission	and	objecCves	

■  Pillar	1:		
■  Acquisi.on	of	infrastructure:	

è  2	pre-exascale	machines	

è  >=	2	Peta-scale	machines	

■  Installa.on,	deployment	and	opera.on	via	hos.ng	
en..es	+	access	to	users	

Infrastructure	AcquisiCon		
OperaCng	machines	

Research	&	InnovaCon	
ApplicaCons	&	Skills	

HP
C	
ec
os
ys
te
m
	

■  Pillar	2:		
■  European	exascale	technologies	and	systems	(incl.	low	

power	processor)	

■  Excellence	in	HPC	applica.ons;	CoE;	competence	
centres	for	industry	(incl.SME);	Training	and	Outreach	

2018	 2019	 2020	 2021	 2022	 2023	 2024	 2025	 2026	

Joint	Undertakings	first	period	of	agreement	
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AcCvites	and	Funding	

JU	Admin/Running	costs	

Infrastructure	
AcquisiCon		

OperaCng	machines	

Research	&	InnovaCon	
ApplicaCons	&	Skills	

Pillar	1	
Pillar	2	

270	 290	 560	

EC	 PS	 Total	(M€)	 Private	Mem.	

206	 186	 392	 422	

10	 10	 20	
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National priorities for the JU 
workprograms and first 
estimates of national 

contribution 

20	



OPA	

ETH-25Gbit	

GSS	

GSS	

tape	
Fibre	SW	

servers	 Cloud	
(BigData	&	AI)	

Marconi		
SKL	-	OPA	

Marconi	
KNL	-	OPA	

NFS	
Servers	
FEC	
Servers	

Login	 Gateway	

50	PByte	
Max	capacity	

5100	

TMS	

Mellanox	
FDR	

Internet	
HBP	
PRACE	/	EUDAT	/	EOSC	
INFN-CNAF	
Academia	and	naConal	
InsCtute		

Key	to		
deliver	value	

ETH-core	+	
Mellanox	
Gateway	

ViZ	

D.A.V.I.D.E.	
(PRACE	PCP)											
AI	+	NN	

Marconi	
BDW	-	
OPA	

6600	Server	nodes	

800	Server	nodes	

HPC	infrastructure	design	point	
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15	Peta	bytes	
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Top500	(November	2017)	
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IBM	SP6	
5376	

IBM	SP6	
5376	

IBM	PLX	
GPU	

IBM	PLX	
GPU	

IBM	
BG	/	Q	

IBM	
BG	/	Q	

IBM	
BG	/	Q	

IBM	
BG	/	Q	

IBM	
BG	/	Q	

IBM	
BG	/	Q	

IBM	
BG	/	Q	

IBM	
BG	/	Q	

IBM	
BG	/	Q	

MARCONI	
A2	

MARCONI	
A2	

MARCONI	
A2+A3	

GIU-10	 NOV-10	 GIU-11	 NOV-11	 GIU-12	 NOV-12	 GIU-13	 NOV-13	 GIU-14	 NOV-14	 GIU-15	 NOV-15	 GIU-16	 NOV-16	 GIU-17	 NOV-17	



HPC and Verticals 
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ApplicaCons	integraCon		
Meteo,	Astro,	Materials,	CFD,	QCD,	Life	Science,	
Engineering	,	AnalyCc,			
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SoluCons	
HPC,	HTC,	Cloud,	3D	Viz		

Proof	of	Concept,	Support,	Consultancy,	Training	
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Cineca	Roadmap	

2009	 2012	 2016	 2019	 2021/2022	

IBM	SP6	
Power6	

Fermi	
IBM	BGQ	
PowerA2	

Marconi	
Lenovo		

Xeon+KNL	

Marconi	
PPI4HPC	

ICEI	-	PPIHBP	

EuroHPC	

Procurement in 
progress 

100TF	
1MW	

2PF	
1MW	

11PF+	
9PF	

3.5MW	

50PF+	
10PF	
~4MW	

>250PF+	
>20PF	
~8MW	

20x 

5x 

5x 

1x 
(latency cores) 

5x 

2x 
(latency cores) 

Paradigm  
change 

10x 
(in total) 

Pre-exascale  
- Project - 
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Towards Italian HE candidature 
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ECMWF	DC	main	characterisCcs	
•  2	power	line	up	to	10	MW	(one	bck	up	of	the	

other)	
•  Expansion	to	20	MW	
•  Photovoltaic	cells	on	the	roofs	(500	MWh/

year)	
•  Redundancy	N+1	(mechanics	and	electrical)	
•  5	x	2	MW	DRUPS		
•  Cooling	

•  4	dry	coolers	(1850	kW	each)	
•  4	groundwater	welles		
•  5	refrigerator	units	(1400	kW	each)	

•  Peak	PUE	1.35	/	Maximum	annualized	PUE	
1.18		

INFN	–	CINECA		DC	main	characterisCcs	
•  up	to	20	MW	(one	bck	up	of	the	other)	
•  Possible	use	of	Combined	Heat	and	

Power	Fuel	Cells	Technology	
•  Redundancy	strategy	
•  Cooling	

•  dry	coolers	
•  groundwater	welles		
•  refrigerator	units	

•  PUE	<	1.2	–	1.3	/	Max	Annualized	<	1.2	/	
1.17	



The CINECA-INFN datacentre 
timeline 
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Italian Estimates contribution 
for JU Pillar 1 

•  Solid	na.onal	CINECA-INFN	strategy	and	road-map	for	
next	10	years	

•  Great	DC	loca.on,	with	cross-fer.liza.on	opportuni.es	
•  CINECA	EuroHPC,	INFN	WLCG,	ENEA	DTT	&	

Eurofusion,	ECMWF,	Italia	Meteo,	etc…	
•  R&D	labs	of	private	companies	

•  50%	of	TCO	in	kind	contribu.on	commitment	for	a	
pre-exascale	system	

•  Commitment	to	represent	an	HE	including	others	PS	
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EU	funding	for	R&I	acCviCes	in	
2019-2020	

µ-processor	&	
co-design	of	
machines	

Up	to	160	
M€	

Co-design	-	
TBD	

2018	

80	M€	
(H2020) 

2019	 2020	

40	M€	
(EuroHPC

) 

PrioriCes	
for	JU	

Support	to	
SMEs	

8	M€	
(EuroHPC

) 

Technology	
R&D	

68	M€	
(EuroHPC

) 

Applica?ons	
90	M€	
(H2020) 

?	M€	

FPA	LPP:	~100	M€	
Codesign	2	machines:	

60	M€	

Focusing	on	exascale	
priori.es	
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Italian	Na.onal	Priority	JU	
Pillar	2	

PrioriCes	for	JU	 Calls	programmed	2019	 Calls	programmed	2020	 Italian	NaConal	prioriCes	

µ-processor	&	co-
design	of	machines	

Framework	Partnership	
Agreement	in	European	
low-power	microprocessor	
technologies	(Phase	2)												
40	M€		

FETHPC-03-2020	:	Co-design	of	
extreme	scale	HPC	systems	and	
applica.ons																														
160	M€	

1)	Co-design	for	compuCng	accelerators	with	standard	interfaces:	PCIe,	OPENCAPI,	ZENG	
2)		Co-design	of	micro	architecture	of	a	compu.ng	efficient,	exa-scalable	direct	network		
3)	HW/SW	support	at	micro	architecture	level	to	op.mize	the	use	of	Machine	Learning	methods	
in	scien.fic	compu.ng	(either	for	HPC	and	HTC	applica.ons)		
4)	HW/SW	co-design	with	full	applicaCons	

Support	to	SMEs	

INFRAINNOV-01-2019:	
S.mulate	the	innova.on	
poten.al	of	SMEs																								
8	M€	

1)	Public	Private	HPC	Cloud	Service	
2)	HPC	power	efficiency	with	innova.ve	solu.ons	
3)	Academia	and	Research	Ins.tuteTechnology	transfer	ini.a.ves	to	improve	3rd	mission	
acCviCes	
4)	Industria	4.0	funded	by		Ministry	of	Economic	Development	

Technology	R&D	

FETHPC-02-2019	:	HPC	-	
Extreme	scale	compu.ng	
technologies,	methods	and	
algorithms	for	key	
applica.ons	and	support	to	
the	HPC	ecosystem																																			
68	M€	

1)	Toward	ecosystems	for	energy	efficient	-	Power	Management	and	Performance	Monitoring			
2)	Advanced	interconnect	topologies	op.mized	for	low	latency	and	high	throughput		
3)	Advanced	programming	model	and	soaware	tools	for	parallel	ExaScalable	scien.fic	applica.on		
5)	Development	of	exascale	oriented		algorithms	(eg	mixed	precision	algorithms)	

ApplicaCons	

1)	Increase	funding	on	applica.ons	with	respect	to	the	co-design	processes	
2)	development	of	novel	scienCfic	and	algorithm	approaches	able	to	take	full	advantage	olarge	
scale	HPC	machines	
2)	LQCD	at	extreme	scale		
3)	Bio-compuCng	and	Complex	system	simula.on	
4)	Neural	network	simulaCon	and	Neural	network	training	for	embedded	solu.on	
5)	Machine	Learning	methods	applied	to	off-line/on-line	par.cle	tracking	at	HL-LHC	experiments	
6)	Quantum	compuCng	simula.on	and	modeling	


